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ABSTRACT

An approach to teaching computer science (CS) in high schools is using EarSketch, a free online tool for teaching CS concepts while making music. In this demonstration we present the potential of teaching music information retrieval (MIR) concepts using EarSketch. The aim is twofold: to discuss the benefits of introducing MIR concepts in the classroom and to shed light on how MIR concepts can be gently introduced in a CS curriculum. We conclude by identifying the advantages of teaching MIR in the classroom and pointing to future directions for research.

1. INTRODUCTION

Teaching how to code by combining CS with making music is becoming an established practice in schools, using technologies such as EarSketch [3], Sonic Pi [1], or Scratch [6]. Bringing the arts into science, technology, engineering, and math (STEM) education, also known as STEAM, embraces artistic thinking in real-world project-based learning [5]. This approach promotes broadening participation of under-represented populations into computing, such as women, African-Americans, and Latinos [2, 3]. Using music to teach CS has proven to be successful, and integrating MIR approaches in the curriculum could be the next step towards learning STEM concepts by combining music and CS.

The discipline of MIR is highly influential to the development of cutting-edge music technology. However, with a few exceptions [4], MIR concepts are hardly taught in the high school classroom because of their level of complexity and abstraction. In this paper, we propose a pedagogical approach to introducing basic machine learning (ML) concepts through MIR. We use the EarSketch platform as a proof of concept, yet other music and audio programming environments would be suitable as well.

2. EARSKETCH

EarSketch [3] is a browser-based Digital Audio Workstation (DAW) environment and provides a curriculum for creating music through code combining audio clips. The project started in 2011 with an offline version and it was ported to the browser in 2013. At present there are 4,000 audio clips available; furthermore, students can upload their own sounds. The diversity of audio clips, which are tagged by genre and instruments, allows for a range of music genres, such as hip hop, dubstep, and techno. The EarSketch curriculum aims to teach both CS and music concepts by encouraging students to write code in two modern programming languages, Python and JavaScript. EarSketch has been successfully deployed in a number of high schools, college courses, and summer camps [3].

3. EARSKETCH AND MIR

The current EarSketch curriculum includes a chapter on teaching computers to listen, in which the field of MIR is introduced and analysis features are explained. MIR is used both to introduce programming concepts and to illustrate connections between code and commercial applications such as music recommendation. The initial release supported 12 analysis features (e.g., flux, flatness, crest, kurtosis), however, they were hardly used. Therefore, the number of features was reduced to 2 for the current EarSketch version: RMS as a measure of the average volume, and spectral centroid as an estimate of the “center frequency.” A set of exercises combine these features with algorithmic composition techniques, inspired by MEAPsoft [8]. For example, in “Sorting and Analysis”, analysis features are used for sorting: list items are sorted based on their either spectral centroids or their RMS values. Students thus learn in parallel about sorting algorithms and concatenative synthesis by, e.g., making compositional decisions based on feature variation or similarity. In a different example, feature analysis is applied to a collection of audio clips. This is based on a certain threshold or a comparative conditional expression, thus creating (1) custom effects like a noise gate (RMS), or effects like a thresholded equalizer based on the spectral centroid, or (2) mappings from the feature values to effects, e.g., for an auto-volume function. Thus, students also learn concepts such as conditionals and mapping. These exercises are helpful to get a sense of MIR from the low-level perspective of feature extraction, as opposed
to higher-level ML techniques. Yet, the content is rarely taught because it is above the high school level needs.

We argue that for a clearer understanding of important but complex topics at a high school level, interactivity and visualization are essential, as pointed out in [7]. Arguably, visualizing the process can provide students with contextual information of what is happening beyond the auditory real-time feedback of the above exercises. Next, we present two exercises based on visualizing MIR information, which can be helpful for teaching ML concepts.

4. A PEDAGOGICAL APPROACH TO MIR

We propose two examples of exercises for EarSketch that are complementary and contribute to the understanding of well-known MIR and ML concepts: (1) a one dimensional binary classifier implemented by simple thresholding, and (2) a two dimensional feature space visualization of different groups of sounds organized by the type of the sound source.

4.1 A binary thresholding classifier

The value of one feature is plotted over time and the student attempts — by adjusting a threshold — to differentiate between two signal types (e.g., speech vs. music, rhythm vs. soundscape, or two different instruments) that are randomly sequenced in a track. Alternatively, the student can use an automatically computed threshold. The learning outcomes include: (1) basic knowledge of signal properties and how they can be modeled by simple features extracted block-by-block, (2) understanding the concept of a simple binary classifier, and (3) familiarity with the concept of systematic evaluation by computing the accuracy. The timeline visualization and the threshold are shown in Fig. 1 and the code is available online.1

4.2 Feature space visualization

The audio clips of two different contrasting audio categories are represented by two-dimensional feature vectors and visualized in a scatter plot. The learning outcomes include: (1) understanding the concept of dimensionality reduction by feature aggregation, (2) understanding of scatter plots and general concepts of data visualization, and (3) basic understanding of feature space, distances, and multi-dimensionality. The implementation of the code is adapted from Matlab code available online.2 An example of a scatter plot is shown in Fig. 2. The corresponding code is available online.3

5. CONCLUSION AND FUTURE WORK

This paper contributed a pedagogical approach to teaching CS and music concepts using MIR on the EarSketch platform. We believe that adding these and similar exercises to the existing EarSketch curriculum will help introduce higher level CS concepts to the students. Choosing MIR as a field of interest is, on the one hand, obvious, given the music-related curriculum EarSketch builds on. Yet, on the other hand, it is of genuine interest to students who use tools such as Spotify and Pandora on a daily basis to gain some insight into the basic concepts of music similarity and recommendation systems.

An important part of the exercises will be the discussion of the process and the concept of feature extraction, representation, and visualization. For example, the analysis features are simpler to explain by relating them to both the waveform and the spectrogram view, two plots that are already used in the EarSketch curriculum.

Future work includes exploring the pedagogical benefit of introducing different types of MIR tasks, e.g., a mood or emotion classifier or the identification of other musical properties such as keys or chord progressions. This could indicate the compatibility of two audio clips when mixed together. The investigation of real-time music analysis and how it can be applied to live coding practices in the classroom is another interesting direction. The combination of MIR and algorithmic composition techniques might also lead to a computational toolset for music composition and performance.
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